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Introduction: The nature of the problem predicting
complex traits in presence of GXE

Options for dealing with GxE

1. Ignoreit
2. Reduceit
3. Exploitit

Whole Genomic Prediction

Combines genotypic and phenotypic information to calibrate models and perform
prediction on un-phenotyped individuals using molecular markers to stablish
genetic relationships with the initial set.



Data description: GBS Data

<> Close to 1,000,000 SNPs for 543 Inbreds.

757,301 SNPs 245,217 SNPs
20% missing data 20% missing data & MAF < 0.05



Data description: “Synthetic Genotypes”

<-Added together SNP scores of parents to score hybrid genotype

Parent 1 Parent 2 Hybrid
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Data description: Experimental design (two years)

<>

s %

1,498 unique hybrids evaluated <>
involving 543 inbred lines

<> Both ex-PVP and

random RILs.
Set of 10 hybrids common to all <
locations. N
18 Locations. &
846 hybrids. N
28% (2014) of potential cells. &

Overlapping sets of 236 [2014]-
352 [2015] (mean: 297) hybrids
grown at each site x year
combination.

25 unique Locations.

13 locations observed in both years.

20 Locations.
944 hybrids.
37% (2015) of potential cells.

<> 292 common hybrids in both years.
<~ 19.85% of potential cells.

2014

2015



Data description: Weather Information
(WI)

8 Environmental Covariates (ECs) hourly recorded.

< Temp C* <> Rain Fall

< Humidity <> Wind Direction
<> Dew Point <> Wind Speed

<> Solar Radiation < Wind Gust

How to include
WI in analysis?



Data description: Weather Information
(W1)

Setting to zero days the planting date 3 methods to include WI were tested.

<> 131 plain or absolute days common to all environments.
<> 8 (ECs) x 24 (hours) x 131 (days) = 25,152 co-variates per environment (W1).

<> Computing min, max, and mean per day for each EC gives 8 (ECs) x 3 (min, max, mean)
x 131 (days) = 3,144 covariates per environment (W2).



Data description: Weather Information
(W1)

Setting to zero days the planting date 3 methods to include WI were tested.

<> Four time intervals (1-30, 31-60, 61-90, and 91-131) and 21 ECs per period for a total of
84 ECs (W3) (Perez-Rodriguez et al., 2015):



Weather similarities between pairs of Environments using W1 ECs.

Uncorrelated

Highly
Correlated

Matrix of similarities using:

Hourly records as covariates.
8x24 x131=25,152 ECs.

Low values were observed in
the off-diagonal entries.

Only a few environments
showed moderate
correlations.



Weather similarities between pairs of Environments using W2 ECs.

Uncorrelated

Highly
Correlated

Matrix of similarities using:
Min, max, & means per day.
8 x3x 131 =3,144 ECs.

A slight improvement
connecting environments.

But still the improvements
look very poor.



Weather similarities between pairs of Environments using W3 ECs.

Uncorrelated

Highly
Correlated

Matrix of similarities using:

Means of 21 covariates
measured in four different
time periods [1-30], [31-60],
[61-90], & [91-131] days.

21 x4 =84 ECs.

Better connectivity between
environments via ECs.



Models based on co-variance structures (Jarquin et al, 2014)

M1:E+L Model without marker data.

Baseline model (maker data), similar results are expected using

M2:E+L+G other Genomic Prediction models (Bayes Alphabet, Penalized
Methods).
M3:E+L+G+GW Model including interactions between markers and environmental

covariates.

M4:E+L+ G+ GW +GE Model accounting for imperfect information via GE (interactions
between markers and environments).

<> All terms were treated as random effects

E: environment effect.

L : line effects.

G: main effect of the markers.

GW: interactions between makers and environmental co-variates (W1, W2, and W3).

GE: interactions between markers and environments.

A total of 8 models were tested (M3 and M4 fitted for each ECs data set [W1, W2, & W3]).
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Environment component captures around

60% of the phenotypic variability

GXxE)

Variance components

Models E L G GE GW1 GW?2 GW3 R
E+L 1231.6 224.6 595.4
E+L+G 1209.4 88.6 234.6 594.0
E+L+G+GW1 1286.6 79.8 202.5 188.7 462.1
E+L+G+GW?2 1283.0 78.8 205.8 194.3 464.5
E+L+G+GW3 1269.5 76.5 221.6 179.6 502.5
E+L+G+GW1+GE 1272.0 80.7 196.7 95.9 116.3 445.9
E+L+G+GW2+GE 1270.1 80.2 199.7 104.5 109.5 446.0
E+L+G+GW3+GE 1276.9 79.3 199.0 137.3 81.7 447.3
Interactions explains Within environment variability
a sizable proportion ‘pqgels L G GE GW1  GW2  GW3 R
of the variability. E+L 7.4 72 6
Almost the same E+L+G 9.7 25.6 64.8
amount is explained E+L+G+GW1 8.6 21.7 20.2 49.5
by markers. E+L+G+GW2 8.4 21.8 20.6 49.2
E+L+G+GW3 7.8 22.6 18.3 51.3
Two types of E+L+G+GW1+GE 8.6 21.0 10.2 12.4 a47.7
interactions capture E+L+G+GW2+GE 8.5 21.2 11.1 11.7 47.5
more variability than  g+1+G+GW3+GE 8.4 21.1 14.5 8.7 47.3

just one.
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Results: Predictions — 80% training and 20% testing

i\% - L+E 0.44
L+E+G 0.46

L+E+G+GW 0.52

cvo cvoo L+E+G+GW+GE 0.54
L+E+G+GWi+GE 0.55

17% Improvement



Results: Predictions — 80% training and 20% testing

L+E 0.00
L+E+G 0.34
L+E+G+GW 0.41
cvo cvoo L+W+G+GW+GE 0.43
L+W+G+GWi+GE 0.44

32% Improvement



Results: Predictions — one location at a time including replicates

L+E 0.46

cv2 v L+E+G 0.47
L+E+G+GW 0.48

%’? S L+E+G+GW+GE 0.47
L+E+G+GWi+GE 0.51

7% Improvement



Results: Predictions — one location at a time without replicates

L+E 0.00
L+E+G 0.25
L+E+G+GW 0.28
L+E+G+GW+GE 0.29
L+E+G+GWi+GE 0.32

30% Improvement



Discussion and conclusions

<Different prediction problems gave different results.

<>Interaction components account for close to 25% of within environment
variability.
<Interaction models work well in all schemes

<> Sizable improvements in predictive ability [7-32%] with respect to the baseline model.

<>With interaction models good results predicting 20% of missing are expected.

<-Incomplete field trials scenario [CV2] showed an average Predictive Ability (aPA) of 0.55; 17%
improvement with respect to baseline model.

<>Newly developed lines [CV1] gives an aPA of 0.44; 32% improvement.



Discussion and conclusions

<>Predicting new environments

<>The different ECs co-variance matrices improved PA in most of the cases; however, there was not
a unique co-variance structure outperforming the others.

<*Including replicates observed in other environments [CV0] genomic information lose relevance
(all models perform similarly).

<> However, ECs might improve aPA (0.51) about 7% (we will work to explain why and how to take
advantage of this).



Discussion and conclusions

<>Predicting unobserved genotypes in unobserved environments (CV00)
genomic information becomes the main source of information.

<> The aPA was about 0.32 selecting the best results according to the different models (30%
improvement).

<Future studies.

<*Include ECs in a more informed way to connect observed and unobserved sites with important
maize stages.

<>Incorporate information from other sources (aerial images).



GXE Consortium: Data Usage Disclaimer

This presentation includes data analysis and interpretation conducted
by the presenter and does not necessarily reflect the observations and
conclusions of the GxE Consortium.
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